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Abstract: In view of the problems of complex housing information in the real estate market and the 
difficulty for users in finding houses, the personalized recommendation system of housing infor-
mation based on deep learning is studied. The system adopts a hierarchical architecture. The data 
layer collects multi-source data from the housing information platform and stores it in MySQL and 
MongoDB databases respectively according to the structural characteristics. The preprocessing layer 
improves the data quality by removing noise, processing stopped words and eliminating duplicate 
data. The recommendation layer uses the convolutional neural network to generate the recommen-
dation results. The service layer realizes invalid housing filtering, grouping and sorting optimiza-
tion, and recommendation reason adding functions. The experiment shows that the recommenda-
tion reliability of the system is high, and significantly improves the efficiency of user house hunting, 
greatly shortens the house search and transaction time, and has a good effect of house information 
recommendation. 
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1. Introduction 
With the wave of digital transformation sweeping across industries, the real estate 

market is also facing challenges and opportunities brought by the information explosion. 
With the rapid development of Internet technology, the number of housing resources on 
housing information platforms has increased exponentially, leading to an overwhelming 
amount of complex housing data. For home buyers or renters, it is difficult to accurately 
locate houses that meet their needs amidst this vast sea of information [1]. The traditional 
housing search method, which relies on manual filtering by users, not only consumes sig-
nificant time and energy but is also highly inefficient. Furthermore, because users often 
struggle to comprehensively consider all factors, finding an ideal house that fully meets 
both their preferences and practical needs becomes challenging. At the same time, deep 
learning technology has made significant progress in recent years. Its ability to automati-
cally learn complex patterns from massive datasets provides new approaches to address-
ing the challenges of housing recommendation [2]. Given these challenges, this paper pro-
poses a personalized housing recommendation system based on deep learning. This sys-
tem aims to improve user efficiency, optimize market resource allocation, and inject new 
vitality into the digital transformation of the real estate industry [3,4]. 

2. Overall Architecture Design of the Housing Information Personalized Recommen-
dation System 

In the housing information recommendation scenario, housing data contain multiple 
types of features, which deep learning algorithms can simultaneously process without 
requiring complex manual feature engineering. To address this, this paper investigates a 
personalized housing recommendation system based on deep learning and designs its 
overall architecture, as shown in Figure 1. 
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Figure 1. The overall architecture of the personalized recommendation system for housing infor-
mation. 

The system facilitates data interaction between the client and the database via the 
server. The server is built using Web Service and the MyBatis framework and communi-
cates with the client via HTTP [5]. The architecture is divided into five layers: data layer, 
preprocessing layer, model layer, service layer, and application layer. The data layer col-
lects housing and user data from the housing information platform and stores them in the 
database. The preprocessing layer performs noise removal and stop word processing to 
enhance data quality. The model layer employs deep learning algorithms, such as convo-
lutional neural networks, to construct a personalized recommendation model. The service 
layer refines the recommendation results. The application layer provides users with a vis-
ual interface to display recommended housing information and collects feedback for 
model optimization. The hierarchical architecture fully leverages the advantages of deep 
learning algorithms to achieve efficient and accurate personalized housing recommenda-
tions. 

3. Specific Module Design of the Housing Information Personalized Recommenda-
tion System 
3.1. Functional Design of the Data Layer 

(1) Data source: The system mainly collects data from the housing information plat-
form. This data includes basic house information, such as area, house type, floor, orienta-
tion, and decoration status, as well as geographical location details, including community, 
transportation, and amenities. Additionally, user behavior data on the platform, such as 
browsing records, collection preferences, search keywords, and consultation history, is 
gathered for analysis. 

(2) Data storage: For structured data, the MySQL database is chosen to facilitate effi-
cient querying and management. For unstructured data, such as user reviews, the Mon-
goDB database is chosen to better accommodate diverse data storage requirements. 

3.2. Functional Design of the Pretreatment Layer 
The preprocessing layer in this paper mainly processes the collected text data (such 

as housing descriptions, user evaluations, and search keywords) to improve data quality 
and provide a reliable basis for subsequent analysis and recommendations. It involves 
three key steps: noise removal, stop word processing, and data deduplication. 

(1) Remove noise: the collected housing information is often mixed with special sym-
bols and punctuation marks, which affects the information understanding. So this noise 
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T needs to be removed 𝑁𝑁 = {𝑛𝑛1,𝑛𝑛2, . . . ,𝑛𝑛𝑘𝑘} to make the data 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐1 purer. Let the origi-
nal information 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐1 = 𝑇𝑇 −𝑁𝑁 data be, the noise character 𝑇𝑇 set 𝑁𝑁 be, and the data 
after noise removal be. The noise removal operation can be expressed as a text operation 
that removes all characters or strings, which can be implemented using regular expres-
sions. 

(2) Processing stop words: stop words are words that appear frequently but do not 
contribute much to the semantic meaning in the housing information data, such as "yes", 
"yes", "in 𝑆𝑆 = {𝑠𝑠1, 𝑠𝑠2, . . . , 𝑠𝑠𝑐𝑐}", etc. Removing the stopped 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2  words can reduce the 
data dimension and improve 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2 = 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐1 − 𝑆𝑆  the processing 𝑆𝑆  𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐1  efficiency. 
Let the set of stop words be, and the text after removing the stop words be as. The stop 
word removal operation can be expressed as a text operation that eliminates all stop 
words from the text. 

(3) Deduplication: there may be duplication in the data, which will affect the analysis 
results. In this paper, we identify and eliminate duplicate data 𝐶𝐶 = {𝑇𝑇1 ,𝑇𝑇2, . . . ,𝑇𝑇𝑐𝑐} by 
𝑇𝑇𝑗𝑗𝑇𝑇𝑖𝑖𝐶𝐶𝑆𝑆�𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗� calculating 𝐶𝐶𝑆𝑆�𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗� > 𝜃𝜃 the 𝜃𝜃 data cosine 𝑇𝑇𝑖𝑖 𝑇𝑇𝑗𝑗  similarity. Let the data 
set be, and the cosine similarity of the data sum be. If (for similarity threshold), it is con-
sidered and repeated and one can be retained. 

Through the above steps, the collected text data is processed, and the high-quality, 
non-noise and non-repetitive housing information data is obtained, providing high-qual-
ity data for the subsequent personalized recommendation. 

3.3. Functional Design of the Recommended Layer 
In this housing information personalized recommendation system, the recommenda-

tion layer selects the convolutional neural network in the deep learning algorithm to real-
ize the personalized recommendation of housing information. The algorithm mainly con-
sists of the following five parts, which gradually extracts valuable features from the hous-
ing and user information obtained by the preprocessing layer to generate personalized 
housing recommendations for users. 

(1) Input layer design: The input layer is the entrance of the entire convolutional neu-
ral network, which is responsible for transforming the housing and user information ob-
tained by the pre-processing layer into a vector form suitable for model processing. n In 
this paper, the text vectorization method is selected as the processing means of the input 
layer. Its core idea is to map the input housing and user-related information to the dimen-
sion vector space with the help of word embedding, so that the text information can be 
transformed into numerical form to facilitate the calculation and learning of the model. 

Suppose the data input from the preprocessing layer is in �𝑦𝑦𝑖𝑖 ,𝑏𝑏𝑖𝑖0 ⊕ 𝑏𝑏𝑖𝑖 ⊕. . .⊕

𝑏𝑏𝑖𝑖𝑐𝑐 , 1
𝑐𝑐
∑ ℎ𝑖𝑖𝑗𝑗𝑐𝑐
𝑗𝑗=1 � a format ⊕ where the house information 𝑦𝑦𝑖𝑖  is 𝑖𝑖connected 𝑏𝑏𝑖𝑖0  by 𝑏𝑏𝑖𝑖𝑐𝑐 

convolution characters. Here represents the first user, including various 1
𝑐𝑐
∑ ℎ𝑖𝑖𝑗𝑗𝑐𝑐
𝑗𝑗=1  de-

tailed information of the house, such as house area, house type, decoration, etc., is the sum 
of information �𝑦𝑦𝑖𝑖 ,𝑝𝑝𝑖𝑖 , ℎ̄𝑖𝑖� related 𝑝𝑝𝑖𝑖 to the user's preference for all aspects of the house. 
Through ℎ̄𝑖𝑖 the integration and processing of the input data, the user information 𝑢𝑢𝑖𝑖of 
the house can be obtained. All the information representing the house is a comprehensive 
expression of the aforementioned detailed information of the house, the relevant infor-
mation indicating the user's preference, and comprehensively reflects the user's prefer-
ence of the preference for the house. Represents the combined housing information data 
through the vector: 

𝑢𝑢𝑖𝑖 = 𝐷𝐷𝐷𝐷𝐷𝐷2𝑉𝑉𝑉𝑉𝐷𝐷𝐶𝐶(𝑝𝑝𝑖𝑖)           (1) 
Through the above procedure 𝐷𝐷𝐷𝐷𝐷𝐷2𝑉𝑉𝑉𝑉𝐷𝐷𝐶𝐶, 𝑛𝑛 the function is returned to the dimen-

sion vector. At this point, the user sample data is converted into the following vector: 
𝐿𝐿 = �𝑦𝑦𝑖𝑖 ,𝑢𝑢𝑖𝑖 , ℎ̄𝑖𝑖�            (2) 
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Among them 𝐿𝐿, this vector combination includes user identification, housing infor-
mation vector, and user preference information, which are passed to the subsequent con-
volution layers as input. 

(2) Convolutional layer design: the main function of convolution layer is to convolve 
the information after text vectorization processing 𝑏𝑏𝑗𝑗 ∈ 𝑅𝑅1, so as to extract the character-
istics of housing related information. Using the features after convolution, the convolution 
process can be expressed as: 

𝑏𝑏𝑗𝑗𝑖𝑖 = 𝑓𝑓 �𝑀𝑀𝑗𝑗
𝑏𝑏 ⊕ 𝑝𝑝�: , 𝑖𝑖: (𝑖𝑖 + 𝑀𝑀𝑆𝑆 − 1)��+ 𝑟𝑟𝑗𝑗𝑏𝑏        (3) 

Where, representing ⊕ the 𝑀𝑀𝑗𝑗
𝑏𝑏  convolution 𝑗𝑗 operation, is the first convolution 

kernel, which is like a feature extractor 𝑝𝑝�: , 𝑖𝑖: (𝑖𝑖 +𝑀𝑀𝑆𝑆 − 1)�, able to extract 𝑝𝑝 specific 
characteristic 𝑖𝑖, 𝑖𝑖 +𝑀𝑀𝑆𝑆 − 1 patterns from the input 𝑀𝑀𝑆𝑆 content. The fragment of infor-
mation taken from the first 𝑟𝑟𝑗𝑗𝑏𝑏 ∈ 𝑅𝑅 position to each position from the input data matrix is 
the width of the 𝑓𝑓 convolution kernel and determines the range 𝑓𝑓(𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑥𝑥(0,𝑥𝑥) of in-
formation 𝑏𝑏𝑗𝑗 ∈ 𝑅𝑅𝑖𝑖−𝑀𝑀𝑆𝑆+1 covered 𝑀𝑀𝑗𝑗

𝑏𝑏 by each convolution 𝑏𝑏𝑗𝑗 = �𝑏𝑏𝑗𝑗1,𝑏𝑏𝑗𝑗2, . . . , 𝑏𝑏𝑗𝑗𝑖𝑖 , . . . , 𝑏𝑏𝑗𝑗
𝑖𝑖−𝑊𝑊𝑆𝑆+1� 

operation. Represents the bias vector, adding a constant offset to the convolution result, 
increasing the flexibility of the model. The ReLU activation function of the convolutional 
layer, expressed using eigenvectors, is applied through the convolution process of the 
convolution kernel. Through the above process, using multiple sets of different convolu-
tion kernels, a variety of different features can be extracted from the input content, which 
will help the model to more fully understand the relationship between housing infor-
mation and user preferences. 

(3) Pooling layer design: After the processing of the convolution layer, this paper ob-
tains a large amount of feature information, but these feature information has a high di-
mension, which may contain some redundant information, but also easy to lead to model 
overfitting. To solve these problems, this paper uses the pooling layer to reduce the fea-
tures acquired by the convolution layer. 

Adopted 𝐷𝐷𝑡𝑡 = {𝑑𝑑1,𝑑𝑑2, . . . ,𝑑𝑑𝑧𝑧−𝑠𝑠+1} and 𝐺𝐺𝑡𝑡  set 𝑡𝑡 as the characteristics of the first con-
volution 𝐷𝐷𝑡𝑡 layer. Select the maximum value as the output of the layer, and the pooling 
layer processing process can be expressed as: 

𝐺𝐺𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑥𝑥(𝐷𝐷𝑡𝑡) = 𝑚𝑚𝑚𝑚𝑥𝑥{𝑑𝑑1, 𝑑𝑑2, . . . , 𝑑𝑑𝑧𝑧−𝑠𝑠+1}        (4) 
This maximum value pooling method can retain relatively important features in con-

volutional neural networks, because the maximum value tends to represent the most sig-
nificant feature information in the range. By reducing the dimension, the overfitting can 
be avoided. 

(4) Design of the full connection layer: the function of this layer is to extract the output 
of the previous layer, so as to obtain the implied features 𝐺𝐺𝑡𝑡  of the house information. 
Enter the output m  of the previous layer into the fully connected layer, assuming that 
the number of neurons is, the specific operation process of the fully connected layer can 
be expressed as: 

𝜑𝜑𝑖𝑖 = 𝑅𝑅𝑉𝑉 𝑙𝑙 𝑢𝑢(𝑤𝑤𝑡𝑡𝐺𝐺𝑡𝑡 + 𝑟𝑟𝑡𝑡)           (5) 
Where, is the 𝜑𝜑𝑖𝑖 ∈ 𝑅𝑅𝑚𝑚 fully 𝑤𝑤𝑡𝑡  connected 𝑟𝑟𝑡𝑡  layer weight, indicating the 𝑤𝑤𝑡𝑡  bias 

𝑟𝑟𝑡𝑡  coefficient. The input information is linearly combined by weight and bias, and then 
nonlinearly transformed 𝜑𝜑𝑖𝑖 through the Relu activation function to obtain the implied 
features of the house information. These implied features contain comprehensive infor-
mation of housing information and user preferences and are an important basis for per-
sonalized recommendation of the model. 

(5) Output layer design: The output layer is the last layer of the entire convolutional 
neural network, which is responsible for transforming the high-dimensional matrix with 
sparse property information obtained by the fully connected layer into the final personal-
ized recommendation result of housing information. In this paper, we apply the matrix 
factorization method to the output layer of convolutional neural networks. After applying 
this method, the output of the output layer of the neural network model can be expressed 
as: 
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𝑉𝑉𝑗𝑗 = 𝐶𝐶𝑁𝑁𝑁𝑁�𝑍𝑍,𝐴𝐴𝑗𝑗�            (6) 
It represents 𝑉𝑉𝑗𝑗the housing recommendation information vector, which 𝐴𝐴𝑗𝑗 contains 

the housing 𝑍𝑍 recommendation score and related feature information for the user infor-
mation input; it is the weight set. Through matrix decomposition, the high-dimensional 
information matrix is decomposed into low-dimensional 𝑉𝑉𝑗𝑗  feature matrix. These low-
dimensional feature matrix can represent the key information of houses more simply, and 
also better reflect the personalized needs of users. The final housing recommendation in-
formation vector is the personalized recommendation result of housing information. 

3.4. Functional Design of the Service Layer 
This layer is primarily responsible for processing the personalized recommendation 

results for houses. It includes the following functions: 
(1) Invalid housing filter module: Filters out sold-out or rented houses. If the house 

status is marked as 'sold out' or 'leased', it will be removed from the recommended list. 
(2) Group and sorting optimization module: Groups the recommended list based on 

certain characteristics of the houses, such as area, house type, etc. For example, the houses 
are grouped by region and then sorted within each group according to their recommen-
dation score, enhancing the readability and relevance of the results. 

(3) Recommended reasons module: Provides reasons for each house recommenda-
tion. The recommendation reasons are generated by analyzing the user's historical behav-
ior and house characteristics. For example, if a user frequently browses houses with two 
rooms and one living room, and the recommended house also fits this criterion, the rec-
ommendation reason might be "Based on your browsing history, this two-bedroom, one-
living room house may meet your needs." 

4. Application Effect Analysis 
In order to comprehensively evaluate the performance of the personalized recom-

mendation system based on deep learning, this paper verifies its recommendation effect 
through experiments. The effectiveness of the system is investigated from different angles 
to provide strong support for the practical application of the system. 

(1) Recommended reliability test: the matching degree of the house recommended by 
the test system and the actual needs of users. Select a data set that contains a large amount 
of user history and behavior data (browsing, collecting, consulting, etc.) and the corre-
sponding housing information. The data set was proportional between the training set 
and the test set. The convolutional neural network model was trained using the training 
set. In the test phase, the user information in the test set is input into the trained model to 
obtain the list of houses recommended by the system. The cumulative gain of normalized 
loss (NDCG) was used as the evaluation index. NDCG considers the correlation score of 
each house in the recommended list and the location of the house in the recommended 
list, which can be calculated by formula (7): 

𝑁𝑁𝐷𝐷𝐺𝐺𝐺𝐺𝑖𝑖 = 𝐷𝐷𝐷𝐷𝐺𝐺𝑖𝑖
𝐼𝐼𝐷𝐷𝐷𝐷𝐺𝐺𝑖𝑖

            (7) 
The loss of DCG (Discounted Cumulative Gain) is the cumulative gain of the actual 

recommendation list, obtained by the weighted sum of the correlation scores of each 
house in the list, with the weighting factor depending on the position of the house in the 
list. The ideal cumulative gain is the cumulative gain when the recommendation list is 
arranged in descending order based on the correlation with user demand. The housing 
information was recommended 10 times, and the reliability of the recommended results 
was analyzed based on the above evaluation indicators. The analysis results are shown in 
Table 1. 
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Table 1. Reliability analysis of the recommended results. 

Recommended times / times The cumulative gain of the normalized 
loss 

1 0.83 
2 0.87 
3 0.82 
4 0.84 
5 0.88 
6 0.86 
7 0.85 
8 0.82 
9 0.86 
10 0.88 

According to the 10 recommendations in Table 1, the NDCG value is basically kept 
between 0.82 and 0.88. Overall, these values are at a high level, indicating that the houses 
recommended by the system match well with the actual needs of users. This means that 
the system can more effectively recommend users to meet the needs of the houses accord-
ing to the user's historical behavior, which has a high practical value in the field of housing 
recommendation. 

(2) This section analyzes whether the efficiency of user search can be effectively im-
proved after the application of this recommendation system. Twenty users were selected 
from the housing information platform and randomly divided into two groups: the ex-
perimental group and the control group. The number of users in the two groups was as 
balanced as possible, with a random assignment approach used for grouping. Users in the 
experimental group used the personalized recommendation system designed in this pa-
per, while users in the control group used the original traditional house screening and 
display function of the platform. Both groups were tested for one month, analyzing the 
average time from the start of the search to the collection of the first house of interest, as 
well as the average time from the start of the search to the completion of the transaction. 
These two time indicators are used to measure the improvement in users' house-hunting 
efficiency. The specific analysis results are shown in Table 2. 

Table 2. Analysis of user room search efficiency. 

user group 
Average time/day to start 

finding a house and collect 
the first house of interest 

Average time/day to start 
the house search and to 

close the transaction 
experimental group 3.5 12 

control group 6 20 
It can be seen from the data in Table 2 that, after using the personalized recommen-

dation system, the average time for users in the experimental group to find and save in-
terested houses is greatly reduced, 2.5 days less compared to the control group. Addition-
ally, the average time to complete transactions is also decreased, with a reduction of 8 
days compared to the control group. This fully demonstrates that the personalized recom-
mendation system has significantly improved the efficiency of users' house hunting. 

5. Conclusion 
This paper designs and constructs a personalized recommendation system for hous-

ing information based on deep learning to realize efficient and accurate housing recom-
mendation through hierarchical architecture design. The application effect analysis shows 
that the NDCG value in the recommended reliability test is stable at 0.82~0.88, indicating 
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that the recommended house matches the user demand. The user house-hunting effi-
ciency shows that the experimental group using the system has significantly reduced 
transaction time. Therefore, the system holds high practical value, effectively improving 
the service quality of the real estate platform and providing users with an efficient house-
hunting experience. 
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