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Abstract: With the rapid advancement of digital technologies, personalized learning platforms have 
become increasingly important in vocational education. This study, based on the digital platform of 
Xiamen Nanyang Vocational College, leverages dynamic knowledge graphs, multi-objective opti-
mization, and adaptive algorithms to provide students with personalized learning resources and 
work-study position recommendations. By analyzing students' learning behaviors — such as course 
completion rates, exam scores, and interaction logs — the platform constructs a dynamic knowledge 
graph that accurately reflects students' mastery of specific topics. A multi-objective optimization 
framework is designed to balance educational relevance, user preferences, and learning outcomes, 
incorporating objectives such as Knowledge Coverage (KC), Interest Matching (IM), and Goal 
Achievement (GA). The Adaptive Multi-Objective Particle Swarm Optimization (AMOPSO) algo-
rithm is developed to generate Pareto-optimal recommendation sets, ensuring that students receive 
diverse, relevant, and goal-oriented suggestions. The proposed methodology not only enhances the 
quality of personalized recommendations but also improves student engagement, academic perfor-
mance, and career readiness. This research contributes to the development of intelligent, adaptive, 
and student-centered educational systems, offering valuable insights for educators, policymakers, 
and industry stakeholders. 

Keywords: personalized learning; knowledge graphs; multi-objective optimization; adaptive algo-
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1. Introduction 
In recent years, the rapid advancement of digital technologies has revolutionized the 

field of education, enabling the development of personalized learning platforms that cater 
to the unique needs and preferences of individual students. Among these innovations, 
work-study programs have emerged as a critical component of vocational and higher ed-
ucation, bridging the gap between academic learning and practical work experience. 
These programs not only enhance students' theoretical knowledge but also equip them 
with essential soft skills, such as teamwork, communication, and time management, 
which are vital for their future careers. However, the effectiveness of work-study pro-
grams heavily relies on the ability to match students with suitable learning resources and 
work-study opportunities that align with their academic backgrounds, interests, and ca-
reer goals. This challenge has prompted the integration of advanced technologies, such as 
knowledge graphs, multi-objective optimization, and adaptive algorithms, into educa-
tional platforms to provide personalized recommendations. 

This study focuses on the digital platform of Xiamen Nanyang Vocational College, 
which integrates a work-study system designed to enhance students' learning and practi-
cal experience. The platform leverages a combination of knowledge graphs, multi-objec-
tive optimization, and adaptive algorithms to deliver personalized recommendations for 
learning resources and work-study positions. By analyzing students' learning behaviors, 
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such as course completion rates, exam scores, and interaction logs, the platform constructs 
a dynamic knowledge graph that accurately reflects their mastery of specific topics. This 
graph serves as the foundation for defining and optimizing three key objectives: 
Knowledge Coverage (KC), Interest Matching (IM), and Goal Achievement (GA). To bal-
ance these objectives, the study develops an Adaptive Multi-Objective Particle Swarm Op-
timization (AMOPSO) algorithm, which generates Pareto-optimal recommendation sets 
tailored to each student's needs. 

The primary goal of this research is to enhance the quality of personalized recom-
mendations in educational platforms, ensuring that students receive relevant, diverse, 
and goal-oriented learning resources and work-study opportunities. By addressing the 
challenges of balancing educational relevance, user preferences, and learning outcomes, 
this study aims to improve student engagement, academic performance, and career read-
iness. The integration of advanced technologies into the Xiamen Nanyang Vocational Col-
lege digital platform provides a scalable and adaptive solution that can be applied to var-
ious educational contexts. 

The significance of this study lies in its potential to transform traditional educational 
platforms into intelligent, student-centered systems that support lifelong learning and ca-
reer development. By leveraging knowledge graphs, multi-objective optimization, and 
adaptive algorithms, the proposed methodology not only enhances the quality of person-
alized recommendations but also fosters stronger connections between educational insti-
tutions and industry partners. This research contributes to the growing body of 
knowledge on personalized learning and work-study platforms, offering valuable in-
sights for educators, policymakers, and industry stakeholders [1,2]. 

2. Background and Related Work 
2.1. Work-Study Platforms and Educational Recommendation Systems 
2.1.1. Work-Study Platforms in Higher Education 

Work-study programs have become a central part of vocational and higher education, 
providing students with the opportunity to gain hands-on experience while pursuing 
their academic degrees. These platforms are designed to match students with suitable 
part-time jobs or internships that align with their academic studies, allowing them to ap-
ply theoretical knowledge in real-world settings. In addition to the academic benefits, 
work-study platforms also help students develop critical soft skills, such as teamwork, 
communication, and time management, which are vital for their future careers. 

For instance, in vocational education, work-study platforms like the one in Xiamen 
Nanyang Vocational College help students integrate their learning in fields such as engi-
neering, healthcare, and IT with practical work experience. These platforms also act as 
bridges between educational institutions and industry partners, fostering partnerships 
that lead to internships, apprenticeships, and job placements. 

2.1.2. Educational Recommendation Systems 
Recommendation systems have become an integral part of digital learning environ-

ments, enabling personalized content delivery. These systems typically use various algo-
rithms to suggest relevant learning materials, such as courses, readings, or videos, to users 
based on their preferences and past behavior. In educational contexts, the primary goal of 
recommendation systems is to help learners efficiently navigate vast amounts of content 
and find the resources that best suit their needs. 

There are several types of recommendation systems commonly used in education: 
1) Content-based filtering focuses on recommending items that are similar to what 

the user has interacted with in the past. 
2) Collaborative filtering leverages the behavior and preferences of similar users to 

recommend content. 
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3) Hybrid systems combine both approaches to improve recommendation accu-
racy and overcome the limitations of each. 

However, educational recommendation systems face unique challenges, such as en-
suring that the recommendations are not just relevant to the user’s interests but also pro-
mote learning outcomes. Additionally, balancing the diversity and novelty of recommen-
dations with relevance is a major challenge. 

A comparison of different recommendation system types helps us understand their 
characteristics, advantages, disadvantages, and suitable application scenarios. Table 1 
summarizes different types of recommendation systems [3]. 

Table 1. Comparison of Different Types of Recommendation Systems. 
Recommendation 

System Type 
Characteristics Advantages Disadvantages 

Content-Based 

Recommends related 
content based on the 
user’s past behavior 

or interests 

Can accurately 
recommend content 
relevant to the user's 

interests 

Can lead to 
"information 

overload" and lack of 
diversity 

Collaborative 
Filtering 

Recommends content 
based on similar 

users’ preferences or 
behavior 

Useful for new users, 
discovers new 

interests 

Cold start problem; 
struggles with new 

users or items 

Hybrid 

Combines both con-
tent-based and col-
laborative filtering 

methods 
 

Balances relevance 
and diversity, 

overcomes limitations 
of single methods 

Complex to 
implement, requires 
more computational 

resources 

2.2. Knowledge Graphs in Personalized Learning 
2.2.1. Definition and Role of Knowledge Graphs 

A knowledge graph is a structured representation of information where entities (such 
as concepts, items, or individuals) are connected through relationships. It is a powerful 
tool for organizing complex, interrelated data, making it easier to query, analyze, and vis-
ualize. In the context of personalized learning, knowledge graphs are used to represent 
the relationships between educational content, student profiles, and their learning pro-
gress. 

For example, a knowledge graph can map out the relationship between a student's 
completed courses, their mastery of specific topics, and related materials they might need 
to improve their understanding. By using knowledge graphs, educational platforms can 
dynamically adapt learning resources based on real-time student performance and pref-
erences. 

2.2.2. Applications in Personalized Learning 
Knowledge graphs have been increasingly used in personalized learning systems to 

create adaptive learning paths. A dynamic knowledge graph can track the evolution of a 
student’s learning over time, reflecting the student's progress, strengths, weaknesses, and 
areas that need improvement. For example, if a student struggles with a particular concept, 
the knowledge graph can suggest additional resources, such as tutorials or practice exer-
cises, to address that specific gap. 

In addition, knowledge graphs are useful for identifying connections between differ-
ent domains of knowledge. For example, a student interested in artificial intelligence (AI) 
might be recommended courses in mathematics, programming, and data science based 
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on the connections in the knowledge graph, which can suggest related courses and learn-
ing materials in a more contextually relevant manner. 

However, constructing and maintaining a dynamic knowledge graph is complex. It 
requires continuous updates to reflect new data from student interactions, and it must be 
capable of handling diverse and large-scale data efficiently. 

2.3. Multi-Objective Optimization in Recommendation Systems 
2.3.1. Introduction to Multi-Objective Optimization 

Multi-objective optimization (MOO) refers to the process of optimizing two or more 
conflicting objectives simultaneously. Unlike single-objective optimization, which focuses 
on optimizing one goal, MOO aims to find solutions that balance trade-offs between dif-
ferent objectives. This is particularly important in recommendation systems, where there 
is often a need to balance competing objectives, such as maximizing both relevance (to 
user preferences) and diversity (in terms of the variety of recommendations). 

For educational platforms, these objectives might include: 
1) Knowledge coverage (KC): Ensuring that the recommended content covers a 

wide range of topics that are relevant to the student’s learning. 
2) Interest matching (IM): Aligning recommendations with the student’s personal 

interests and goals. 
3) Goal achievement (GA): Maximizing the likelihood that the student will achieve 

their educational and work-study objectives. 
In the context of work-study platforms, the challenge becomes even more complex 

because, in addition to these educational objectives, the system must also consider work-
study opportunities that match students’ career interests and provide valuable hands-on 
experience [4]. 

2.3.2. Application in Educational Systems 
Multi-objective optimization has been widely applied in educational recommenda-

tion systems to create balanced and personalized learning experiences. Researchers have 
developed various methods, including evolutionary algorithms, to tackle multi-objective 
optimization problems in recommendation systems. For example, Pareto-based optimiza-
tion methods aim to generate a set of solutions that represent the best trade-offs between 
conflicting objectives. These methods are particularly useful for ensuring that recommen-
dations are not just tailored to students’ preferences but also promote holistic educational 
development [5]. 

2.3.3. Challenges in Multi-Objective Optimization 
One of the major challenges in multi-objective optimization is how to effectively bal-

ance different objectives. For example, a recommendation system might prioritize highly 
relevant content, but this could lead to a lack of diversity in recommendations. On the 
other hand, prioritizing diversity may lead to recommendations that are less relevant to 
the student's immediate needs. Finding a balanced approach is crucial for maintaining 
user satisfaction while achieving learning outcomes [6]. 

2.4. Related Work on Adaptive Algorithms in Recommendation Systems 
2.4.1. Overview of Adaptive Algorithms 

Adaptive algorithms are designed to adjust their behavior based on feedback and 
changing conditions. In the context of recommendation systems, adaptive algorithms can 
improve recommendation accuracy over time by learning from user interactions. These 
algorithms can personalize content recommendations not only based on initial prefer-
ences but also by adapting to the evolving needs of the user as they interact with the plat-
form. 
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For example, in a work-study platform, an adaptive algorithm might track a student's 
progress over time, adjusting recommendations based on both the student’s academic 
performance and work-study experiences. These algorithms can be particularly useful in 
dynamic environments where user preferences and learning objectives evolve [7]. 

2.4.2. Adaptive Particle Swarm Optimization (AMOPSO) for Recommendation Systems 
Particle Swarm Optimization (PSO) is a popular optimization technique inspired by 

the social behavior of birds flocking or fish schooling. In PSO, a population of candidate 
solutions (particles) “fly” through the search space to find the optimal solution. In multi-
objective PSO (MOPSO), each particle aims to optimize several objectives simultaneously. 

Adaptive Multi-Objective Particle Swarm Optimization (AMOPSO) is a variant of 
PSO that adjusts the parameters of the algorithm based on real-time feedback, improving 
the algorithm's ability to adapt to changing conditions. AMOPSO has shown promise in 
educational recommendation systems because it can efficiently explore large solution 
spaces while considering multiple, conflicting objectives. The adaptive nature of AM-
OPSO allows it to fine-tune recommendations over time, ensuring that they remain rele-
vant as students’ learning and work-study experiences evolve. 

2.4.3. Comparison with Other Adaptive Algorithms 
Other adaptive algorithms, such as genetic algorithms (GAs) and simulated anneal-

ing (SA), have also been applied in recommendation systems. Genetic algorithms draw 
inspiration from natural selection, evolving better solutions over successive generations. 
On the other hand, simulated annealing imitates the physical process of heating and then 
gradually cooling a material to find the optimal configuration. 

While these algorithms have their merits, the Adaptive Multi-Objective Particle 
Swarm Optimization (AMOPSO) algorithm has demonstrated superior performance, par-
ticularly in environments with complex and dynamic data, such as educational platforms. 
AMOPSO’s capacity to handle multiple objectives and adapt to real-time user behavior 
makes it a strong candidate for multi-objective educational recommendation systems (see 
Table 2). 

Table 2. Comparison of Adaptive Algorithms in Recommendation Systems. 

Algorithm Advantages Disadvantages Suitable Scenarios 

Genetic Algorithms 
(GAs) 

Suitable for 
continuous 

optimization 
problems, easy to 

implement, handles 
multi-objective 
optimization 

Can get stuck in local 
optima, requires 

proper parameter 
settings 

Multi-objective 
optimization in 

dynamic environments, 
educational 

recommendation 
systems 

Simulated 
Annealing (SA) 

Handles complex 
discrete optimization 

problems, global 
search capability, 

strong adaptability 

High computational 
cost, convergence may 

be slow, relies on 
crossover and 

mutation operations 

Large-scale 
optimization, solving 
global optimization 

problems 

Simulated 
Annealing (SA) 

Avoids local optima, 
can search a larger 

solution space 

Slow convergence, 
highly dependent on 

parameter settings 

Suitable for 
combinatorial 

optimization problems, 
less complex solution 

spaces 
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3. Research Design and Methodology 
3.1. Platform Overview 

This study is based on the digital platform of Xiamen Nanyang Vocational College, 
which integrates a Learning Management System (LMS), a work-study module, and a 
personalized recommendation engine to provide students with tailored learning re-
sources and work-study position recommendations. The core of the platform is the multi-
objective optimization recommendation algorithm, which leverages dynamic knowledge 
graphs and adaptive optimization techniques to achieve precise recommendations. 

3.2. Data Collection and Analysis 
The platform's data sources include students' learning behavior data, interaction logs, 

work-study data, and student profiles. These data are cleaned, feature-extracted, and nor-
malized to build a dynamic knowledge graph and optimize the recommendation algo-
rithm. The specific methods for data collection and analysis are as follows: 

1) Learning Behavior Data: Course completion rates, exam scores, and learning du-
ration. 

2) Interaction Logs: Forum posts, resource downloads, and online interactions. 
3) Work-Study Data: Position application records, employer feedback, and task 

completion rates. 
4) Student Profiles: Major, interests, and career goals. 

3.3. Knowledge Graph Construction 
The dynamic knowledge graph serves as the foundation for the recommendation al-

gorithm, representing the relationships between students, courses, skills, and work-study 
positions. The construction process includes: 

1) Node Definition: 
Student Nodes: Contain students' learning progress and interests. 
Course Nodes: Contain course content and knowledge points. 
Skill Nodes: Contain skill names and proficiency levels. 
Position Nodes: Contain position requirements and skill demands. 
2) Edge Definition: 
Student-Course Edges: Represent students' learning progress. 
Course-Skill Edges: Represent skills cultivated by courses. 
Student-Skill Edges: Represent students' skill proficiency. 
Skill-Position Edges: Represent skills required by positions. 
3) Dynamic Updates: 
The knowledge graph is dynamically updated based on students' real-time behavior 

data, ensuring the accuracy and timeliness of recommendations. 

3.4. Multi-Objective Optimization Recommendation Algorithm Design 
3.4.1. Multi-Objective Optimization Theory 

Multi-Objective Optimization (MOO) refers to optimization problems with multiple 
conflicting objective functions. The goal is to find a set of solutions that achieve the best 
balance among all objectives. Such problems typically do not have a single optimal solu-
tion but rather a set of Pareto-optimal solutions, where no objective can be further im-
proved without sacrificing others. 

Common methods for solving MOO problems include: 
1) Weighted Sum Method: Combines multiple objective functions into a single ob-

jective using weighted sums. 
2) Pareto Optimality: Identifies the Pareto front, generating a set of non-dominated 

solutions. 
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3) Evolutionary Algorithms: Such as Genetic Algorithms (GA) and Particle Swarm 
Optimization (PSO), which simulate natural evolution processes to solve MOO 
problems [8]. 

3.4.2. Particle Swarm Optimization (PSO) Algorithm 
Particle Swarm Optimization (PSO) is a population-based optimization algorithm in-

spired by the social behavior of bird flocks or fish schools. In PSO, each particle represents 
a potential solution, and the algorithm iteratively updates the particles' positions and ve-
locities to find the optimal solution [9]. 

The basic steps of PSO are as follows: 
Initialization: Randomly generate a swarm of particles and initialize their positions 

and velocities. 
Fitness Evaluation: Calculate the fitness of each particle based on the objective func-

tions. 
Update Personal and Global Best: Record each particle's historical best position 

(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖) and the global best position ( gbest ). 
Update Velocity and Position: Update the velocity and position of each particle using 

the following formulas: 
𝑣𝑣𝑖𝑖(𝑝𝑝 + 1) = 𝑤𝑤 · 𝑣𝑣𝑖𝑖(𝑝𝑝) + 𝑐𝑐1 · 𝑟𝑟1 · �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 − 𝑥𝑥𝑖𝑖(𝑝𝑝)� + 𝑐𝑐2 · 𝑟𝑟2 · �𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 − 𝑥𝑥𝑖𝑖(𝑝𝑝)� 

𝑥𝑥𝑖𝑖(𝑝𝑝 + 1) = 𝑥𝑥𝑖𝑖(𝑝𝑝) + 𝑣𝑣𝑖𝑖(𝑝𝑝 + 1) 
where: 
𝑣𝑣𝑖𝑖(𝑝𝑝) and 𝑥𝑥𝑖𝑖(𝑝𝑝) represent the velocity and position of particle i at time t, respectively. 
w is the inertia weight, controlling the search scope of particles. 
𝑐𝑐1 and 𝑐𝑐2 are learning factors, controlling the influence of 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖  and gbest, respec-

tively. 
𝑟𝑟1  and 𝑟𝑟2  are random numbers in the range [0,1], introducing randomness to the 

search. 
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖  and gbest represent the historical best position of particle i and the global best 

position, respectively. 

3.4.3. Adaptive Multi-Objective Particle Swarm Optimization (AMOPSO) Algorithm 
This study proposes an Adaptive Multi-Objective Particle Swarm Optimization (AM-

OPSO) algorithm, which combines the strengths of MOO theory and PSO. The design of 
AMOPSO includes the following steps: 

1) Objective Definition: 
Knowledge Coverage (KC): Maximize the coverage of knowledge points in the rec-

ommended content. 
Interest Matching (IM): Maximize the alignment between recommended content and 

students' interests. 
Goal Achievement (GA): Maximize the likelihood of students achieving their aca-

demic and career goals. 
2) Algorithm Workflow: 
Initialization: Define the search space and initialize the particle swarm. 
Particle Movement: Evaluate the fitness of particles based on the objective functions 

and update their positions and velocities. 
Pareto Front Construction: Generate a set of non-dominated solutions representing 

the best trade-offs among multiple objectives. 
Adaptive Adjustment: Dynamically adjust algorithm parameters (e.g., inertia weight 

w and learning factors 𝑐𝑐1, 𝑐𝑐2) based on real-time feedback. 
3) Algorithm Advantages: 
Multi-Objective Balance: Simultaneously optimizes KC, IM, and GA, avoiding biases 

from single-objective optimization. 
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Adaptive Mechanism: Dynamically adjusts recommendation strategies based on stu-
dents' behavior data. 

Efficiency: Capable of processing large-scale data and generating recommendations 
within a reasonable time [10]. 

3.5. Algorithm Implementation 
The algorithm is implemented using Python, with the following tools and libraries: 
1) Data Processing: Pandas, NumPy. 
2) Knowledge Graph: NetworkX. 
3) Optimization Algorithm: Custom implementation of AMOPSO. 
4) Visualization: Matplotlib, Plotly. 

4. Experimentation and Results 
4.1. Experimental Setup 

To evaluate the effectiveness of the proposed recommendation algorithm, we de-
signed and implemented two key components on the digital platform: the student-side 
functional module and the website feature module. These modules were developed using 
HTML, CSS, and JavaScript, with a backend API providing real-time data. The experi-
mental setup involved dividing students into control and experimental groups, with the 
experimental group receiving recommendations generated by the Adaptive Multi-Objec-
tive Particle Swarm Optimization (AMOPSO) algorithm. 

4.2. Results and Analysis 
This section presents the findings from the experimental setup, comparing the per-

formance of the control and experimental groups. The analysis focuses on the accuracy, 
diversity, user satisfaction, and learning outcomes of the recommendations. Additionally, 
the architecture of the system, as illustrated in Figure 1, provides a clear understanding of 
how the AMOPSO algorithm integrates into the Xiamen Nanyang Vocational College Dig-
ital Platform to deliver these results. 

 
Figure 1. Architecture Diagram of Xiamen Nanyang Vocational College Digital Platform. 

https://doi.org/10.71222/bwj2jw48


Journal of Computer, Signal, and System Research https://www.gbspress.com/index.php/JCSSR 
 

Vol. 2 No. 1 (2025) 9 https://doi.org/10.71222/bwj2jw48 

4.2.1. Comparison of Recommendation Quality 
1) Accuracy: The experimental group (using AMOPSO) shows significantly higher 

accuracy compared to the control group. Precision and recall metrics indicate 
that the AMOPSO algorithm generates more relevant recommendations. 

2) Diversity: The experimental group also demonstrates higher diversity in recom-
mendations. The diversity index for the experimental group is significantly 
higher than that of the control group, indicating a more varied set of recommen-
dations. 

4.2.2. Multi-Objective Optimization Performance 
1) Knowledge Coverage (KC): The AMOPSO algorithm effectively maximizes 

knowledge coverage, ensuring that students are exposed to all necessary topics. 
The experimental group shows a higher percentage of required topics covered 
compared to the control group. 

2) Interest Matching (IM): The AMOPSO algorithm aligns recommendations with 
student interests and preferences. The experimental group reports higher 
satisfaction with the relevance of recommendations. 

3) Goal Achievement (GA): The AMOPSO algorithm supports students in 
achieving their academic and career goals. The experimental group shows a 
higher likelihood of achieving specific learning and career milestones. 

4.2.3. Impact on Student Engagement 
1) Engagement Levels: Students in the experimental group demonstrate higher en-

gagement levels, as measured by interaction logs and participation rates. They 
spend more time on recommended resources and actively participate in work-
study opportunities. 

2) Learning Outcomes: The experimental group shows significant improvement in 
academic performance and skill development. Post-recommendation perfor-
mance metrics indicate higher exam scores, better task completion rates, and im-
proved skill mastery. 

4.2.4. User Satisfaction 
1) Student Feedback: Students in the experimental group report higher satisfaction 

with the recommendations. They find the recommendations more relevant, di-
verse, and aligned with their goals. 

2) Employer Feedback: Employers also report higher satisfaction with the perfor-
mance of students in the experimental group. They note that these students 
demonstrate better practical skills and a stronger ability to apply theoretical 
knowledge in real-world settings. 

4.2.5. Case Studies 
1) Case Study 1: A student in the experimental group, majoring in artificial intelli-

gence, receives recommendations for advanced courses in machine learning, in-
ternships at tech companies, and participation in AI research projects. The stu-
dent reports high satisfaction with the recommendations and shows significant 
improvement in academic performance and skill development. 

2) Case Study 2: A student in the control group, also majoring in artificial intelli-
gence, receives recommendations based on traditional methods. The student 
finds the recommendations less relevant and diverse, leading to lower engage-
ment and performance improvement. 
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4.3. Functional Module Evaluation 
This section presents the evaluation of the student-side functional module and the 

website feature module, which were implemented to enhance the user experience on the 
platform. 

4.3.1. Student-Side Functional Module 
The student-side functional module allows students to view personalized recom-

mendations, track their learning progress, submit feedback, and update personal infor-
mation. The interface of this module is shown in Figure 2, which includes the following 
features: 

1) Personalized Recommendations: Students can view recommended learning re-
sources and work-study positions. 

2) Learning Progress Tracking: Students can track their course completion rates 
and skill mastery levels. 

3) Feedback Submission: Students can submit feedback on recommended content 
and work-study positions. 

4) Personal Information Management: Students can update their interests and ca-
reer goals. 

  
Figure 2. Interface of the Student-Side Functional Module. 

4.3.2. Website Feature Module 
The website feature module provides students with access to various functionalities, 

including academic tasks, work reminders, instant notifications, and personal center fea-
tures. The interface of this module is shown in Figure 3, which includes the following 
categories of functionalities: 

1) Academic Tasks: Students can view and manage their academic tasks, certifica-
tion recommendations, and knowledge recommendations. 

2) Work Reminders: Students can track work tasks, view job postings, and manage 
their positions. 
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3) Instant Notifications: Students receive instant notifications and messages to stay 
updated on important information. 

4) Personal Center: Students can manage their profiles, resumes, reviews, and fa-
vorites. 

5) Position Management: Students can search for positions, filter by types, and 
share positions with others. 

6) System Settings: Students can adjust account settings, contact support, provide 
feedback, and log out. 

 
Figure 3. Interface of the Website Feature Module. 

5. Discussion 
5.1. Interpretation of Results 

The integration of knowledge graphs, multi-objective optimization, and adaptive al-
gorithms significantly enhances the quality of personalized recommendations. The AM-
OPSO algorithm effectively balances knowledge coverage, interest matching, and goal 
achievement, providing recommendations that are both relevant and comprehensive. 

The experimental group demonstrates higher accuracy, diversity, user satisfaction, 
and learning outcomes compared to the control group. This highlights the effectiveness 
of the proposed methodology in improving student engagement and performance [11]. 

5.2. Advantages 
1) Improved Relevance: The AMOPSO algorithm generates recommendations that 

are highly relevant to student needs and preferences. 
2) Enhanced Diversity: The algorithm ensures a diverse set of recommendations, 

exposing students to a wide range of learning opportunities. 
3) Adaptability: The adaptive nature of the algorithm allows it to continuously re-

fine recommendations based on real-time feedback. 
4) Holistic Development: The multi-objective optimization framework supports 

holistic educational development, balancing academic, personal, and career 
goals. 
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5.3. Limitations 
1) Scalability: The algorithm may face scalability challenges with large datasets, 

requiring significant computational resources. 
2) Data Privacy: The collection and processing of student data raise potential pri-

vacy concerns, necessitating robust data protection measures. 
3) Complexity: The implementation of the algorithm is complex, requiring exper-

tise in data science, machine learning, and software engineering. 

5.4. Future Work 
1) Scalability Improvements: Explore techniques to improve the scalability of the 

algorithm, such as distributed computing and parallel processing. 
2) Privacy Enhancements: Implement advanced data privacy measures, such as 

differential privacy and secure multi-party computation. 
3) Algorithm Enhancements: Investigate additional optimization techniques, such 

as genetic algorithms and simulated annealing, to further improve recommen-
dation quality. 

4) Expanded Capabilities: Expand the platform’s capabilities to include more di-
verse learning and work-study opportunities, such as international internships 
and interdisciplinary projects. 

6. Conclusion 
This study demonstrates the effectiveness of integrating knowledge graphs, multi-

objective optimization, and adaptive algorithms to enhance personalized recommenda-
tions in educational platforms. By leveraging these technologies, the study successfully 
addresses the challenges of balancing educational relevance, user preferences, and learn-
ing outcomes. The key findings reveal that the proposed methodology significantly im-
proves the quality of recommendations, leading to higher student engagement, better ac-
ademic performance, and greater satisfaction. Students in the experimental group, who 
received recommendations generated by the Adaptive Multi-Objective Particle Swarm 
Optimization (AMOPSO) algorithm, outperformed the control group in terms of accuracy, 
diversity, and goal achievement. 

The practical applications of this research are vast, particularly in work-study plat-
forms and personalized learning environments. For work-study platforms, the methodol-
ogy enables the delivery of personalized job and internship recommendations that align 
with students' academic backgrounds, skills, and career goals. By integrating employer 
feedback and tracking student performance, the platform ensures that students gain rele-
vant practical experience and develop essential soft skills. In personalized learning, the 
approach supports adaptive learning paths tailored to individual needs, helping students 
achieve comprehensive mastery of required topics while addressing knowledge gaps. The 
dynamic nature of the platform ensures continuous adaptation to students' evolving 
needs, promoting lifelong learning and career readiness. 

Despite its successes, the study also identifies areas for future research. Refining op-
timization models, exploring other AI algorithms such as deep learning and reinforce-
ment learning, and improving scalability and efficiency are critical next steps. Addition-
ally, addressing data privacy and security concerns through advanced measures like dif-
ferential privacy is essential to build trust and ensure compliance with regulations. Ex-
panding the platform's capabilities to include international internships, interdisciplinary 
projects, and gamification elements could further enhance its value. Longitudinal studies 
to evaluate the long-term impact of personalized recommendations and the platform's 
effectiveness across different educational contexts would provide deeper insights into its 
potential. 

In conclusion, this research highlights the transformative potential of advanced tech-
nologies in education. By addressing current limitations and exploring future directions, 
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the study paves the way for more intelligent, adaptive, and student-centered educational 
systems. The findings and contributions of this work have significant implications for ed-
ucators, policymakers, and industry partners, offering a roadmap for the future of per-
sonalized learning and work-study platforms. 
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